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Resumo 

Este artigo apresenta uma análise empírica sobre o comprometimento das principais plataformas de redes sociais com as 

obrigações de transparência estipuladas pela legislação brasileira e em compromissos voluntários assumidos com a Comissão 

Europeia. Utiliza-se a metodologia de análise de conteúdo, para examinar os documentos institucionais dessas plataformas, 

políticas de uso e interfaces públicas. A partir de duas dimensões do conceito de transparência, visibilidade e 

compreensibilidade, a pesquisa avalia o nível de aderência das plataformas a essas obrigações. A investigação identifica 

deficiências no cumprimento da dimensão de compreensibilidade, com resultados insatisfatórios relacionados à clareza e 

precisão das informações fornecidas aos usuários. Diante dessas conclusões, sugere-se que o regulador estabeleça diretrizes 

específicas que definam padrões mínimos de clareza e precisão, com o objetivo de orientar e direcionar a atuação das 

plataformas no cumprimento efetivo das obrigações de transparência. 

Palavras-chave: Transparência. Regulação. Plataformas de redes sociais. Accountability. 

Abstract  

This article presents an empirical analysis of the commitment of major social media platforms to the transparency obligations 

established by Brazilian legislation and voluntary commitments made with the European Commission. It employs the content 

analysis methodology proposed by Laurence Bardin to examine the institutional documents of these platforms, their usage 

policies, and public interfaces. Based on two dimensions of the concept of transparency — visibility and comprehensibility — 

the research assesses the platforms' level of adherence to these obligations. The investigation identifies shortcomings in 

fulfilling the comprehensibility dimension, with unsatisfactory results related to the clarity and accuracy of the information 

provided to users. In light of these findings, it is suggested that the regulator establish specific guidelines that define minimum 

standards of clarity and accuracy, aiming to guide and direct the platforms' actions toward the effective fulfillment of 

transparency obligations. 

Keywords: Transparency, Regulation, Social media platforms, Accountability. 
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1. Introdução 

Com a crescente relevância da Internet no Brasil, o país passou por uma transformação na forma como a mídia 

é consumida e produzida, com a entrada de novos atores e a redefinição do papel do público (Brito Cruz et al., 2019). 

O cenário atual é marcado pelo protagonismo no ambiente digital, onde as plataformas digitais desempenham um 

papel central na circulação de informações e na promoção da participação e do engajamento em questões de interesse 

público (Magrani, 2014, p. 20).  

Em 2020, iniciou-se no Congresso Nacional a discussão do Projeto de Lei nº 2630/2020 (PL 2630/2020), que 

propunha a criação da Lei Brasileira de Liberdade, Responsabilidade e Transparência na Internet. O projeto visava 

estabelecer normas específicas de transparência e mecanismos de governança para determinadas plataformas digitais, 

como redes sociais, buscadores e serviços de mensagens instantâneas, além de orientar seu uso no ambiente digital. 

Entre as principais inovações propostas, destacam-se a introdução de novas responsabilidades às plataformas, 

complementando o regime de responsabilidade estabelecido pelo Marco Civil da Internet (MCI)1. Dentre essas 

medidas, incluem-se a imposição de um dever de cuidado, obrigações de transparência na moderação de conteúdo e 

na publicidade online, a garantia de devido processo nas decisões de moderação e a criação de um regime de 

corregulação, denominado “autorregulação regulada”. 

Apesar do reconhecimento da importância dessa proposta, o PL 2630/2020 enfrentou resistência no 

Congresso, resultando na paralisação de sua tramitação. Vale notar que, ao longo das negociações sobre o PL 2630, 

 
1 O regime de responsabilidade das plataformas de redes sociais é regido pelo artigo 19 do Marco Civil da Internet (MCI), que limita a responsabilidade pelo 
conteúdo de terceiros a situações em que os provedores de aplicações de internet — um conceito abrangente que inclui serviços intermediários como as 
redes sociais — não tenham atendido prontamente, dentro dos limites técnicos de seus serviços, a uma ordem judicial solicitando a indisponibilidade do 
conteúdo ilegal até uma data específica. Seguindo o princípio da especialidade (lex specialis derogat legi generali), entendeu-se que essa regra exonerava 
tais intermediários de um dever prévio de moderação de conteúdo, exceto em duas categorias especificamente destacadas pelo MCI, nas quais a remoção 
pode ser obrigatória mediante notificação extrajudicial: violação de direitos autorais e compartilhamento não autorizado de imagens íntimas, vídeos ou 
outros materiais envolvendo nudez ou ato sexual de caráter privado. O período eleitoral de 2018, contudo, deu início a questionamentos sobre a adequação 
desse modelo, em razão do elevado número de desinformações disseminadas nas redes sociais (Freedom House, 2020) e do número limitado de judiciali-
zações para remoção de conteúdos online (ABRAJI, 2018). Em 2025, no julgamento do Recurso Extraordinário 1.037.396 (Tema 987 da Repercussão Geral) 
e do Recurso Extraordinário 1.057.258 (Team 533), o Supremo Tribunal Federal decidiu que o artigo 19 do MCI é parcialmente inconstitucional, devendo 
ser interpretado à luz da proteção de direitos fundamentais - remodelando a interpretação anterior a respeito do referido artigo. O STF fixou três parâmetros 
interpretativos, os quais definem diferentes regimes de responsabilidade conforme a natureza do conteúdo: (i) crimes contra a honra, com responsabiliza-
ção condicionada ao descumprimento de ordem judicial, salvo em casos de republicação de conteúdo já declarado ofensivo; (ii) crimes graves, com possi-
bilidade de responsabilização por falha sistêmica na remoção de conteúdos evidentemente ilícitos; e (iii) crimes em geral e atos ilícitos, com 
responsabilização se a plataforma não remover o conteúdo após notificação. Determinou-se, ainda, o dever de autorregulação, com canais acessíveis, 
devido processo e relatórios de transparência. 
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algumas das principais plataformas digitais manifestaram preocupação com uma possível aprovação do projeto. Em 

2022, Google, Meta, “X” (antigo Twitter) e Mercado Livre publicaram uma nota conjunta afirmando que o projeto de 

lei “passou a representar uma ameaça potencial à internet livre, democrática e aberta que conhecemos hoje” (G1, 

2022). Google e Meta também publicaram, em 2023, avisos aos usuários sugerindo que o projeto impediria a remoção 

de desinformação e promoveria a censura estatal (Ribeiro; Menezes, 2023). De forma ainda mais enfática, o Telegram 

enviou aos seus usuários uma mensagem afirmando que o PL 2630/20 “acabaria com a liberdade de expressão” 

(Tortella, 2023; Ribeiro; Rudnitzki; Lobato; Menezes, 2023).  

Nesse contexto, três principais fatores impulsionam o debate sobre regulação de plataformas de redes sociais 

na discussão de políticas públicas no Brasil: (i) a falta de transparência nas práticas de moderação de conteúdo; (ii) a 

opacidade no tratamento de dados pessoais; e (iii) a responsabilidade das plataformas digitais. Este artigo abordará os 

dois primeiros aspectos relacionados aos problemas de transparência.  

A moderação de conteúdo online é uma atividade inerente ao funcionamento das plataformas de mídias 

sociais (Gillespie, 2018), por meio da qual essas plataformas exercem governança no ambiente digital. Essa atividade 

envolve outras ações específicas, como aprovar o conteúdo que pode ser publicado, recomendar conteúdo, remover 

conteúdo ou suspender/bloquear contas de usuários (Grimmelmann, 2015; Goldman, 2021). Sendo um importante 

instrumento de governança e afetando diretamente a experiência dos usuários, a moderação de conteúdo suscita 

questões cruciais de transparência. 

Alguns pontos frequentemente questionados incluem: (i) suspensão de contas, sem justificativa aparente 

(Nunes, 2023; Vaccaro; Sandvig; Karahalios, 2020; Jhaver; Bruckman; Gilbert, 2019); (ii) falta de clareza sobre os motivos 

que levam certos conteúdos a serem exibidos ou recomendados aos usuários (Silva et al., 2020; Doshi-Velez et al., 2017; 

Cobbe; Singh, 2019); e (iii) insuficiência de informações sobre a atuação contra conteúdos considerados ilegais ou 

indesejáveis, como discurso de ódio, desinformação, negação climática e de vacinas, e extremismo violento (Couto, 

2022; Goldman, 2021; Keller, 2020; Hartmann, 2021).  

A pesquisa de Brady et al., por exemplo, observou que o ecossistema das plataformas tende a favorecer a 

disseminação de conteúdos nocivos, já que eles captam mais facilmente a atenção das pessoas (Brady et al., 2017). Isso 

inclui publicações com desinformação sobre vacinas contra a COVID-19 e sobre os impactos negativos do PL 2630/20 

na internet (Figueiredo, 2023; Niklas, 2023). Agravando o cenário, outra pesquisa apontou a ausência de dados 

consolidados sobre as políticas das plataformas para combater a desinformação, com informações limitadas e dispersas 

sobre o impacto das ações implementadas (Intervozes, 2020). 

Nesse sentido, o laboratório de pesquisas NetLab, da Universidade Federal do Rio de Janeiro (UFRJ), analisou 

e elaborou o índice de transparência de dados e o índice de transparência de publicidade de plataformas digitais a 

partir da análise de termos de uso, dados abertos disponibilizados pelas plataformas, publicações de impacto de 

terceiros e experimentos controlados nas próprias plataformas.  

No relatório publicado, observou-se que as plataformas deixam a desejar no que tange ambos os índices. 

Quanto à moderação de conteúdo, o estudo concluiu que as plataformas não disponibilizam dados o suficiente sobre 

isso, como metadados de casos concretos de publicações removidas ou restritas. Isso afasta a possibilidade de terceiros 

avaliarem as políticas aplicadas pelas plataformas a esse respeito e compreenderem os conceitos e justificativas da 

moderação de conteúdo (Santini et al, 2024a). 

No que se refere à falta de transparência sobre tratamento de dados, as plataformas informam aos usuários 

de redes sociais que seus dados serão coletados através da solicitação de aceitação a suas políticas de privacidade. As 

políticas geralmente indicam que haverá coleta e compartilhamento de dados de perfil, navegação e até localização, 

com a promessa de benefícios aos usuários. No entanto, as plataformas não costumam especificar quais dados serão 

coletados, em que circunstâncias, e de que forma influenciam a exibição de conteúdo (Santini, et al., 2024a; Santini, et 

al.2024b; Lobato, 2024).  
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Um exemplo ilustrativo é a atualização da política de privacidade do WhatsApp em 2021. Antes da intervenção 

de autoridades brasileiras, a empresa exigia que os usuários aceitassem as novas condições em um curto prazo para 

continuar utilizando o serviço (1 mês). A nova política permitia o compartilhamento ampliado de metadados dos 

usuários com empresas terceirizadas, como o Facebook, sob o argumento de aumentar a interação com empresas 

parceiras no WhatsApp. Contudo, a comunicação sobre a coleta e o uso desses dados era deficiente e gerava confusão 

sobre aspectos como a localização dos usuários (Belli; Zingales, 2021).  

Outro exemplo, mais recente, se refere ao tratamento de dados pessoais para o treinamento de tecnologias 

de inteligência artificial sem o devido detalhamento destas práticas aos usuários. Nesse sentido, a Meta foi alvo de 

críticas por dificultar o direito de oposição a esta hipótese de tratamento no âmbito da União Europeia, enquanto, no 

Brasil, o direito de oposição para tanto sequer teria sido conferido aos usuários (Diaz, 2024). As plataformas digitais, na 

condição de provedoras de conteúdo para usuários brasileiros, estão sujeitas a legislações, como o Código Civil e o 

Código de Defesa do Consumidor. Desde 2014, o Brasil conta com uma legislação específica para a Internet: o Marco 

Civil da Internet (Lei nº 12.965/2014 – MCI) e, em 2018, foi sancionada a Lei Geral de Proteção de Dados Pessoais (LGPD 

– Lei nº 13.709/2018), que trouxe obrigações de transparência no tratamento de dados pessoais, conceito que abrange 

a coleta e o uso de dados de usuários no contexto das plataformas digitais.  

Além da legislação nacional, destacam-se os instrumentos internacionais de soft law como mecanismos 

capazes de promover a uniformização das práticas comerciais das plataformas de redes sociais. Nesse contexto, o 

Código de Práticas sobre Desinformação e o Código de Conduta para Combate ao Discurso de Ódio, elaborados no 

âmbito da União Europeia, configuram-se como instrumentos secundários voltados à promoção da autorregulação.  

Esses códigos se baseiam em compromissos voluntários assumidos pelas plataformas digitais e demais atores 

relevantes no ecossistema informacional, contemplando diversos temas, dentre eles, a transparência. A influência da 

União Europeia no cenário regulatório global, fenômeno conhecido como “efeito Bruxelas” (Bradford, 2020), contribui 

para a expansão da aplicabilidade desses instrumentos para além de suas fronteiras geográficas, em razão da 

“credibilidade” de tal regulação (Bendiek; Stuerzer, 2023), diferentemente da influência baseada em dependência 

tecnológica e poder de mercado, o chamado “efeito Beijing" (Eerie; Streinz, 2021).  

Diante desse panorama, este artigo realiza uma análise empírica sobre o compromisso das principais 

plataformas de redes sociais com as obrigações de transparência impostas pela legislação brasileira, além de considerar 

os compromissos voluntários assumidos no âmbito internacional. A pesquisa adota a metodologia de análise de 

conteúdo, conforme proposta por Laurence Bardin (2016), estruturada em três etapas: (i) pré-análise, com a leitura 

flutuante do referencial teórico e a elaboração da pergunta de pesquisa e hipóteses; (ii) exploração do material, que 

envolveu a definição dos parâmetros de análise — legislação nacional e acordos voluntários —, a seleção das 

plataformas a serem analisadas e os documentos de políticas institucionais, a codificação das normas relativas às 

obrigações de transparência, a definição das variáveis para a operacionalização do conceito de transparência e a 

construção de uma tipologia para a classificação dessas obrigações; e (iii) tratamento dos resultados e interpretação, 

fase na qual os dados foram sistematizados e as inferências apresentadas. O material analisado, de forma crítica, 

compreende documentos institucionais (políticas de uso e interfaces) das plataformas digitais de redes sociais. 

A pergunta de pesquisa que orienta o estudo é: em que medida os documentos e interfaces das plataformas 

de redes sociais demonstram comprometimento com os padrões de transparência estabelecidos pela legislação 

nacional brasileira e pelos acordos voluntários assumidos com a Comissão Europeia? O objetivo é avaliar o nível de 

aderência das plataformas a essas obrigações e identificar possíveis lacunas em relação aos padrões de transparência 

exigidos. Justifica-se este estudo pela crescente relevância das redes sociais como atores de governança digital, sendo 

necessário verificar se suas práticas de transparência atendem aos critérios estabelecidos pela legislação e promovem 

a proteção dos direitos dos usuários. 

A estrutura do artigo está organizada da seguinte forma: a primeira parte apresenta o debate sobre 

transparência na governança das plataformas de redes sociais e o referencial teórico adotado sobre o conceito de 
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transparência, utilizado na construção do modelo de análise que visa verificar o grau de comprometimento dessas 

plataformas em relação às obrigações de transparência. Essa análise aborda as dimensões de visibilidade e 

compreensibilidade, destacando os desafios regulatórios envolvidos em sua aplicação. A segunda parte é dedicada à 

metodologia empregada na análise empírica, incluindo os critérios de avaliação adotados para medir o grau de 

conformidade das plataformas. Por fim, são apresentados os resultados encontrados, seguidos de uma conclusão que 

sugere caminhos para o aprimoramento regulatório. 

2. O debate sobre transparência na governança das redes sociais: 

desafios e perspectivas 

As plataformas de mídia social permitem, por meio de suas funcionalidades e da conexão entre perfis 

individuais, uma ampla gama de interações entre seus usuários no ambiente digital. Essa nova realidade social provocou 

mudanças profundas na forma como nos comunicamos, especialmente no exercício da liberdade de expressão 

(Hartmann, 2018), e permitiu que as plataformas desempenhassem um papel instrumental na criação e distribuição de 

conteúdo2.  

Apesar de se configurarem como espaços semi-públicos de convivência e socialização (Franks, 2021), o modelo 

de negócios das plataformas foi desenvolvido, ao menos em parte, na ausência de regras específicas sobre moderação 

de conteúdo. Essa lacuna regulatória abriu margem significativa para a atuação da regulação privada no ambiente 

digital. 

Nesse contexto, uma crítica recorrente à regulação privada é a falta de mecanismos adequados para 

conscientização e participação dos usuários, além de mecanismos de supervisão. As plataformas digitais, enquanto 

entidades privadas, carecem de legitimidade democrática por não possuírem representatividade formal, ainda que 

muitas vezes assumam funções típicas de Estado e sejam comparadas a entidades soberanas online (Klonick, 2017; Belli 

et al., 2017; Van Dijick et al., 2018; Belli; Zingales, 2020; Van Dijick, 2020; Haggart; Keller, 2021; Belli, 2022).  

Como resposta a esse cenário, algumas abordagens são o constitucionalismo digital (Pereira; Keller, 2022) e a 

procedimentalização dos deveres das plataformas digitais na moderação de conteúdo, com a transparência sendo 

compreendida como uma ferramenta essencial para a responsabilização (Suzor et al., 2019; Douek, 2019; Curzi et al., 

2021). A centralidade atribuída à transparência tem impulsionado discussões relevantes tanto no campo jurídico quanto 

no âmbito das políticas públicas e da governança digital, especialmente no que se refere ao funcionamento das 

plataformas de redes sociais (Gorwa; Binns; Katzenbach, 2020). 

Entre as principais demandas, destaca-se a exigência de maior clareza nos critérios utilizados para formulação 

e aplicação de políticas de moderação de conteúdo (Bankston; Woolery, 2018; Leerssen, 2020), bem como a abertura 

da “caixa preta” dos sistemas automatizados (Pasquale, 2016). A literatura especializada tem enfatizado que a 

transparência permite o acesso ao funcionamento interno desses sistemas, o que, por sua vez, viabiliza formas mais 

efetivas de controle e responsabilização dos seus operadores (Pasquale, 2016; Douek, 2021). 

A partir de 2010, as plataformas iniciaram ações voluntárias, como a publicação de relatórios de transparência 

sobre remoção de conteúdo, segurança do usuário, desinformação, terrorismo, abuso infantil, prevenção de crimes e 

outros temas relacionados. No entanto, tais relatórios apresentam majoritariamente estatísticas agregadas, 

 
2 Se antes as principais plataformas defendiam a liberdade irrestrita de expressão para seus usuários, posteriormente essas mesmas plataformas passaram 
a controlar o discurso por meio de seus sistemas de algoritmos e políticas. As regras para o discurso online passaram a ser codificadas em políticas de uso 
extensas e específicas, mas estas não necessariamente demonstram como funcionam os processos de tomada de decisão por trás das categorias de discurso 
proibido. Como explica Tim Wu (2019, p. 16), o discurso é controlado por ferramentas positivas e negativas, cujos controles são humanos e automatizados, 
constituindo “grandes sistemas de revisão de conteúdo”, que nem sempre são transparentes. O controle afirmativo envolve a escolha do que chama a 
atenção do usuário e pode ser observado no funcionamento dos resultados de busca, feeds de notícias, anúncios e outras formas de promoção. Esses 
controles ocorrem, predominantemente, por meio de sistemas algorítmicos. Já o controle do discurso negativo consiste na remoção e eliminação de con-
teúdos proibidos, ilegais ou desfavorecidos, além da aplicação de outras medidas de moderação de conteúdo (Wu, 2019, p. 15). 
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consideradas insuficientes por não fornecerem detalhes sobre o contexto e o processo de tomada de decisão (Heldt, 

2019; Stockel-Walker, 2023).  

Além disso, Losey (2015) e Parsons (2019) argumentam que a transparência pode ser estrategicamente 

utilizada de forma performativa para evitar exigências por maior responsabilização e, em última análise, obscurecer a 

compreensão pública. Essa crítica desafia a concepção de que a transparência se resume à simples divulgação de 

informações (visibilidade), entendida como um meio de gerar conhecimento e, consequentemente, permitir uma 

supervisão regulatória eficaz (Christensen; Cheney, 2015) ao refletir a realidade interna de uma organização (Albu; 

Flyverbom, 2019).  

Suzor et al. (2019, p. 1528-1529) reforçam essa perspectiva ao afirmar que aplicar o conceito de transparência 

de forma abstrata não garante a responsabilização (accountability). Segundo os autores, “estatísticas agregadas podem 

fornecer uma visão geral dos processos de moderação de conteúdo e identificar áreas de preocupação, mas não são 

suficientes para permitir a análise detalhada necessária para responsabilizar as plataformas” (Suzor et al., 2019, p. 

1529). 

A maioria das regras legais adota uma concepção genérica de transparência - geralmente associada à simples 

divulgação de informações - sem exigir, de fato, que essas informações sejam compreensíveis e significativas para o 

público. Essa limitação não promove a responsabilização, mas sim gera efeitos colaterais negativos. Alguns deles são 

mencionados por August e Orecki (2019, p. 21): burocratização, desconfiança generalizada e o uso de “cobertura de 

fachada”, práticas que visam mascarar informações que deveriam estar acessíveis à fiscalização externa.  

Em uma análise mais profunda, Etzioni (2010) e Ananny e Crawford (2018) questionam o uso da transparência 

como uma ferramenta capaz de proporcionar maior responsabilização devido a limitações inerentes. Entre essas 

limitações estão os danos causados pela transparência radical, a obstrução deliberada por meio de excesso de 

informações irrelevantes, tornando difícil identificar o que realmente importa, e a falta de capacidade do público para 

lidar com o tipo de informação que é revelada. Para esses autores, não basta simplesmente “ver” um sistema para 

compreendê-lo ou regulá-lo. É necessário entender seu funcionamento como parte de um ecossistema mais amplo, 

observando as dinâmicas e interações que o constituem. 

Com base nesses argumentos, é importante reconhecer que as demandas por transparência como solução 

para a crise de legitimidade das plataformas enfrentam desafios. Rieder e Hofmann (2020, p. 4) destacam dois deles: o 

primeiro diz respeito ao próprio conceito de transparência, frequentemente reduzido à mera divulgação de 

informações; e, o segundo, refere-se à natureza do objeto sob escrutínio - um sistema complexo e opaco.  

Conforme enunciado anteriormente, o objetivo deste trabalho é analisar a efetiva implementação dos 

compromissos de transparência estabelecidos para as principais plataformas digitais no Brasil, tanto pela legislação 

brasileira quanto pelos Códigos dos quais são signatárias. Para tanto, é necessário, como primeiro passo, explorar o 

conceito de transparência em profundidade — tema da próxima subseção. O objetivo é compreender a transparência 

não apenas como visibilidade, mas como um conjunto de práticas voltadas à transmissão clara, acessível e útil de 

informações a fim de endereçar os problemas abordados nesta seção. 

2.1 Transparência: definição e operacionalização 

Uma revisão de literatura recente sobre transparência demonstra o seu papel fundamental para a prestação 

de contas de agentes que detêm um poder particular, seja um ator público ou privado (Gorwa; Ash, 2020; Wagner et 

al. 2020; Suzor et al. 2019; Parsons, 2019; Douek, 2019; Suzor; Geelen; West, 2018; Losey 2015)3. Contudo, apesar 

 
3 Conforme explicado por Michener e Bersch (2013), a preocupação contemporânea com a transparência tem suas raízes nos estudos sobre assimetrias de 
informação desenvolvidos por George Akerlof (1970), Michael Spence (1974) e Joseph Stiglitz (1975) , os quais evidenciaram como desequilíbrios na oferta 
e demanda de informação comprometem a eficiência dos mercados. Posteriormente, a emergência de regimes democráticos reacendeu o interesse por 
processos institucionais e pela responsabilização pública. A difusão do termo glasnost — que significa "abertura" em russo — contribuiu significativamente 
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dessa importância e destaque, observa-se um sério problema na implementação do conceito de transparência, 

frequentemente aplicado de forma reduzida, sendo entendido apenas como visibilidade de informação (Michener, 

Bersch, 2013, p. 237). Esse entendimento reducionista tem sido criticado por autores que defendem uma abordagem 

mais robusta, na qual a transparência apresente uma dimensão que permita que a informação divulgada seja 

compreensível (Ausloos; Leerssen, 2020; Suzor et al., 2018; Ananny; Crawford, 2018). 

Michener e Bersch (2013, p. 237), após escrever sobre a variedade do conceito de transparência na literatura4, 

entendem que “a palavra transparente possui dois significados: um literal, ligado à semântica da luz e da visão, e um 

figurativo, significando facilmente inferível”. Os autores propõem que a transparência deve ser analisada empiricamente 

em duas dimensões: visibilidade e inferibilidade (ou compreensibilidade). Essa conceituação bidimensional permite 

avaliar a transparência em graus contínuos, que vão desde o nível baixo até o alto, e, por consequência, auditável.  

A primeira dimensão, visibilidade, parte do pressuposto de que a informação precisa ser registrada e 

disponibilizada por um meio para que possa ser percebida. A maioria dos estudos empíricos se concentra nessa 

dimensão, avaliando a presença ou ausência de informações específicas disponíveis ao público. No entanto, há desafios 

de visibilidade que vão além da mera existência da informação.  

Stohl et al. (2016) distinguem dois tipos de opacidade que limitam a efetividade da visibilidade: opacidade 

inadvertida, na qual a divulgação massiva de dados ofusca o que é realmente relevante; e opacidade estratégica, 

caracterizada pela divulgação intencional de grandes volumes de informações irrelevantes para dificultar o acesso ao 

que de fato importa. 

A segunda dimensão da transparência, compreensibilidade, refere-se à capacidade de as informações 

disponibilizadas serem interpretadas de forma adequada pelos destinatários, possibilitando a formulação de inferências 

precisas sobre o funcionamento da entidade em questão, neste caso, das redes sociais. Portanto, não basta que a 

informação esteja disponível; ela precisa ser mediada por mecanismos que permitam aos destinatários entendê-la 

(MICHENER e BERSCH, 2013, p. 6).  

Nesse aspecto, Albu e Flyverbom (2016) relatam que há poucas pesquisas que confirmam que a transparência 

gera maior confiança pública no funcionamento de organizações e sistemas, embora essa expectativa seja 

frequentemente assumida. Outros autores, como Schnackenberg e Tomlinson (2014), argumentam que o aumento da 

confiança depende de como a informação é disseminada - se clara, precisa e relevante. Aprender sobre sistemas 

complexos não é simplesmente uma questão de "olhar para dentro" ou desmontá-los; envolve, antes, uma interação 

dinâmica com esses sistemas, para que seja possível compreender como se comportam em relação ao seu ambiente 

(Resnick et al., 2000). 

No contexto nacional, é relevante destacar que a transparência, no âmbito do Direito do Consumidor — norma 

aplicável às relações entre redes sociais e usuários —, é considerada uma norma-objetivo. Isso significa que deve 

orientar a interpretação de toda a sistemática do Código de Defesa do Consumidor (Tomasetti Junior, 1992, p. 59). Trata-

se de uma seara que já foi amplamente explorada no Brasil, o que permite recorrer a esse referencial teórico para 

enriquecer e dialogar com o conceito de transparência proposto por Michener e Bersch (2013), utilizado neste trabalho. 

Tratando o dever de informação previsto no artigo 6º, III, do Código de Defesa do Consumidor (CDC) como 

antecedente lógico da transparência, Bioni (2014) propõe uma composição estruturada do conceito de informação, 

estendendo sua aplicação na interpretação da Lei Geral de Proteção de Dados. Segundo o autor, a informação é 

composta por quatro dimensões interdependentes: formal, qualitativa, quantitativa e de resultado. 

 
para a valorização da ideia de transparência, que passou a integrar o arcabouço teórico institucional, especialmente após os trabalhos de Douglass North 
(1990). A consolidação democrática e os processos de privatização acentuaram as demandas por visibilidade e controle, principalmente diante da crescente 
preocupação com a opacidade, corrupção e ineficiência. Com isso, a transparência passou a ser um requisito não apenas imposto a governos por organismos 
multilaterais, mas também reciprocamente exigido por cidadãos e governantes em relação a organizações internacionais, ONGs e ao setor privado, refle-
tindo um movimento de institucionalização de obrigações de transparência em múltiplas direções. 
4 É interessante destacar que os autores apresentam ao final do artigo uma planilha demonstrando a variação do conceito de transparência entre diversos 
autores. 
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Partindo da ideia de que informar é “dar forma”, o autor afirma, sob uma análise formal, que o ato de 

comunicação deve ser ostensivo — ou seja, deve ser apresentado de maneira clara, visível e perceptível ao consumidor 

(Bioni, 2014, p. 292). Sob a perspectiva qualitativa, a informação deve ser útil, contribuindo para a redução da assimetria 

informacional, ampliando o conhecimento do consumidor e permitindo uma tomada de decisão mais crítica e 

fundamentada (Bioni, 2014, p. 293). A dimensão quantitativa refere-se à adequação da quantidade de informações 

fornecidas. Bioni destaca que, diante da racionalidade limitada do ser humano, o excesso de dados pode desinformar 

em vez de esclarecer. Por isso, a informação adequada é aquela que oferece, de maneira equilibrada, os elementos 

essenciais sobre as características e qualidades do bem ou serviço, sem sobrecarregar o consumidor (Bioni, 2014, p. 

294). Por fim, a dimensão de resultado exige a verificação da eficiência da comunicação. Ou seja, é necessário avaliar 

se a informação, na prática, permite ao consumidor desenvolver uma compreensão crítica e tomar decisões de forma 

consciente e autônoma (Bioni, 2014, p. 295). 

É interessante notar que essa visão sobre a densidade da transparência encontra correspondência na 

jurisprudência brasileira. O Superior Tribunal de Justiça (STJ), ao interpretar o CDC, contribuiu com uma definição 

normativa relevante sobre o conceito. Precedentes do STJ, como o recurso especial (RESP) nº 586316/MG, de relatoria 

do Ministro Herman Benjamin, estabeleceram que informação adequada, nos termos do artigo 6º, III, do CDC, é aquela 

que é simultaneamente completa, acessível e útil. 

 Isso significa que as informações não podem ser constituídas por dados soltos, redundantes ou irrelevantes 

para o consumidor. A informação deve ser correta (verdadeira), clara (fácil de entender), precisa (não verbosa ou 

escassa), ostensiva (fácil de verificar ou perceber) e redigida em português. Em outras palavras, a concepção adotada 

pela literatura brasileira sobre o dever de informação e transparência, bem como pelo STJ no âmbito do CDC converge 

com a proposta bidimensional de Michener e Bersch, ao vincular a transparência tanto à visibilidade quanto à 

compreensibilidade. 

A partir dessas premissas teóricas e normativas delineadas, a operacionalização do conceito de transparência 

evidencia que este não se limita à simples disponibilização do fluxo de informações, mas envolve também com a 

qualidade e uso dessas informações. Para que os formuladores de políticas regulatórias possam elaborar normas mais 

eficazes, é fundamental compreender em que medida as obrigações de transparência já estabelecidas estão sendo 

cumpridas em sua integralidade.  

Com o objetivo de avaliar o panorama atual, esta pesquisa realizou o mapeamento das obrigações de 

transparência previstas na legislação brasileira aplicável às plataformas de redes sociais, bem como aquelas assumidas 

voluntariamente por meio de códigos de conduta firmados junto à Comissão Europeia. A partir disso, foi desenvolvido 

um modelo de análise para mensurar o grau de comprometimento das plataformas com tais obrigações, além da 

elaboração de uma tipologia específica para classificar os diferentes tipos de transparência observados. A próxima seção 

apresenta, de forma detalhada, a metodologia adotada. Esse diagnóstico possibilita a identificação dos principais 

gargalos na implementação da transparência, evidenciando não apenas a existência ou ausência de informações, mas 

também a qualidade e efetividade da comunicação promovida pelas plataformas. 

3. Metodologia 

Para a construção desta pesquisa, adotou-se uma abordagem empírica, alinhada à metodologia de análise de 

conteúdo, conforme proposto por Laurence Bardin (2016), que se caracteriza por procedimentos sistemáticos e 

objetivos de descrição e interpretação das comunicações, com o objetivo de inferir conhecimentos sobre as condições 

de produção e recepção das mensagens (Bardin, 2016, p. 48). A análise seguiu rigorosamente a tríade metodológica de 

Bardin — pré-análise, exploração do material e tratamento dos resultados —, visando garantir a confiabilidade das 

conclusões.  
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A escolha dessa metodologia justifica-se pela sua capacidade de sistematizar o conhecimento em estudos 

qualitativos e na sua adequação ao objetivo desta pesquisa: interpretar criticamente os documentos institucionais das 

plataformas digitais de redes sociais. Para ilustrar como isso foi feito, passa-se a descrever de maneira pormenorizada 

o caminho da pesquisa e a justificativa das opções feitas neste caminho. 

3.1 Perguntas de pesquisa e objetivo da análise 

Dadas as críticas relacionadas ao desempenho das plataformas de redes sociais no Brasil, especialmente no 

que se refere à transparência, este estudo levanta a seguinte questão principal: em que medida os documentos e 

interfaces das plataformas de redes sociais demonstram comprometimento com os padrões de transparência 

estabelecidos pela legislação nacional brasileira e pelos compromissos assumidos voluntariamente com a Comissão 

Europeia?  

Ao mesmo tempo, visando uma compreensão mais aprofundada do cenário regulatório brasileiro em relação 

à transparência como mecanismo de prestação de contas, o desenvolvimento desta pesquisa foi orientado por duas 

questões secundárias: (i) considerando a transparência como um conceito com duas dimensões, visibilidade e 

compreensibilidade, sendo a primeira frequentemente identificada como o aspecto mais tradicional pela literatura 

especializada, pode-se inferir que as plataformas analisadas dão maior ênfase a essa esfera de transparência? e (ii) 

quais são as características intrínsecas das obrigações de transparência estipuladas pela legislação vigente no Brasil e 

nos compromissos firmados? 

O objetivo principal desta análise empírica é realizar uma investigação abrangente e detalhada sobre o 

compromisso das principais plataformas de redes sociais no contexto brasileiro com a transparência. Para tanto, 

examinou-se minuciosamente o cumprimento das obrigações pelas plataformas de redes sociais estabelecidas pela 

legislação brasileira em relação à transparência no que se refere à proteção de dados, à moderação de conteúdo, à 

proteção do consumidor e às normas sobre publicidade.  

3.2 Parâmetros da análise: referências normativas 

3.2.1 Brasil 

Utilizou-se como referência os parâmetros estabelecidos pela legislação brasileira à transparência aplicáveis às 

redes sociais. Mais especificamente, os seguintes marcos legais, assim como o código autorregulatório, foram 

considerados: o Marco Civil da Internet (Lei nº 12.965/2014), a Lei Geral de Proteção de Dados (Lei nº 13.709/2018), o 

Código de Defesa do Consumidor (Lei nº 8.078) e o Código Brasileiro de Autorregulamentação Publicitária (CONAR) - 

Edição 2021/2022. 

3.2.2 Benchmarking Internacional - União Europeia 

Além das disposições legais vigentes no Brasil, serão abordados os Códigos (de Conduta e de Práticas) 

subscritos pelas plataformas de redes sociais com a Comissão Europeia, no âmbito da União Europeia (UE). Esses 

instrumentos de soft law foram adotados voluntariamente pelas plataformas de redes sociais analisadas nesta pesquisa 

e representam, em linhas gerais, uma forma de autorregulação do setor sobre a forma pelo qual os participantes 

cumprirão determinadas obrigações legais (Coglianese, 2023), motivo pelo qual podem ser chamados de “instrumentos 

secundários” (Vander Maelen, 2023).   

Por representarem obrigações assumidas voluntariamente, o Código Fortalecido de Prática sobre 

Desinformação de 2022 (CFPD) e o Código de Conduta para Combate ao Discurso de Ódio Ilegal Online (Código de 

Conduta, 2016) mais a respectiva Nota Informativa - Progresso no combate ao discurso de ódio online por meio do 
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Código de Conduta da UE 2016-2019 - tendem a representar forte direcionamento aos padrões globais de 

transparência.  

Isso porque, conforme afirmado na introdução, a literatura aponta que a influência de mercado da União 

Europeia incentiva a adoção global de seus padrões regulatórios. Esse efeito, conhecido como “efeito Bruxelas”, 

contribui para a uniformização de práticas comerciais dentro e fora da União Europeia, reduzindo, assim, os custos de 

transação regulatórios internacionais para empresas que operam em múltiplos países (Bradford, 2020; Vander Maelen, 

2023), como é o caso das redes sociais analisadas.  

Optou-se por incluir os Códigos de Conduta da União Europeia com o objetivo de proporcionar uma 

compreensão mais ampla da influência desses compromissos na definição e implementação de políticas de 

transparência pelas plataformas de redes sociais no Brasil, especialmente em razão da inexistência de normas na 

legislação brasileira sobre transparência na moderação de conteúdo. Por meio dessa abordagem, buscou-se analisar 

com mais detalhe como os valores e princípios contidos nos Códigos de Conduta elaborados no âmbito da UE permeiam 

as práticas e diretrizes adotadas pelas plataformas no contexto brasileiro, contribuindo para uma maior compreensão 

das dinâmicas transnacionais que influenciam o comportamento dessas empresas em relação à transparência. 

3.3 Plataformas de redes sociais selecionadas 

Os atores analisados na pesquisa foram as plataformas de redes sociais com maior número de usuários no 

Brasil: WhatsApp, YouTube, Facebook, TikTok, LinkedIn, Pinterest, Twitter, Snapchat, Kwai e Telegram. O ranking foi 

extraído do site "Resultados Digitais" em 16 de março de 20235. Dessa lista, Instagram e Facebook Messenger foram 

excluídos, pois compartilham as mesmas políticas do Facebook, sendo parte da mesma empresa, Meta. A escolha 

dessas plataformas, baseada no número de usuários, confere representatividade ao estudo ao abranger os principais 

provedores de aplicação utilizados pela população brasileira. Essa representatividade, por sua vez, contribui para a 

homogeneidade dos resultados, uma vez que as plataformas escolhidas refletem, de forma ampla, os comportamentos 

e políticas predominantes no ecossistema digital do país. 

3.4 Objeto de análise: políticas e termos institucionais das plataformas selecionadas 

Políticas e termos legais mapeados das referidas plataformas de redes sociais foram selecionados para análise. 

Para garantir a exaustividade da coleta, dois pesquisadores realizaram, de forma independente, o mapeamento dos 

documentos diretamente nos sites oficiais das plataformas. Posteriormente, foi conduzida uma análise cruzada dos 

documentos institucionais identificados com o objetivo de garantir a completude do material. Como regra, foram 

analisados, sempre que disponíveis: termos de uso, políticas de privacidade, diretrizes da comunidade e políticas de 

publicidade6. 

As políticas selecionadas, de acordo com o referido quadro-base, foram transferidas para documentos em 

word, com referência à data da coleta do material. A avaliação das obrigações de transparência foi marcada neste 

 
5 RODRIGUES, Jonatan. A O que são redes sociais e para que servem. RD Station. 02 de outubro de 2024. Disponível em: https://www.rdsta-
tion.com/blog/marketing/redes-sociais/. Acesso em: XX 02 nov. 2025. 
6 Os termos legais analisados foram: Facebook/ Meta: Termos de Serviço, Padrões da Comunidade, Política de Privacidade, Padrões de Publicidade, Reco-
mendações do Facebook, Tomada de Medidas, Nossa Abordagem para Eleições, Política de Cookies; Kwai: Termos de Serviço, Política de Privacidade, Política 
de Direitos Autorais; LinkedIn: Contrato do Usuário, Política de Privacidade, Política de Cookie, Política de Direitos Autorais, Transparency Center; Pinterest: 
Termos de Serviço, Política de Privacidade, Diretrizes da Comunidade, Diretrizes para Comerciantes, Diretrizes de Publicidade, Enforcement, Transparency; 
Snapchat: Termos de Serviço, Política de Privacidade, Diretrizes da Comunidade, Diretrizes para Comerciantes, Diretrizes de Publicidade, Enforcement, 
Transparency; Telegram: Termos de Uso, Política de Privacidade; TikTok: Termos de Serviço, Política de Privacidade, Diretrizes da Comunidade, Política de 
Cookies, Política de Propriedade Intelectual, Requisições de Autoridade; Twitter/ “X”: Termos de Uso, Política de Privacidade, Integridade e Autenticidade 
da Plataforma, Segurança e Crimes Virtuais, Propriedade Intelectual, Diretrizes de Uso da Plataforma, Configurações da Conta, Diretrizes para Autoridades 
Policiais, Pesquisa e Experimentos, Política de Ads, Cookies; WhatsApp: Termos de Serviço, Política de Privacidade, Política de Privacidade - Brasil, Política 
de Propriedade Intelectual, Cookies, Termos de Serviço do Pagamentos, Política de Privacidade do Pagamentos, Segurança; YouTube: Termos de Serviço, 
Regras e Políticas, Políticas de Moderação de Conteúdo, Configurações do Usuário, Privacidade, Política de Anúncios. 
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material, sendo os trechos correspondentes destacados e inseridos na planilha de análise, conforme explicado nas 

próximas subseções. 

3.5 Objeto de análise: interfaces disponibilizadas pelas plataformas aos usuários 

Em relação a determinadas obrigações, foi necessário fazer uma análise das interfaces de uso voltadas ao 

usuário final para inferir o seu cumprimento, haja vista que apenas a análise dos termos legais das plataformas não 

seria suficiente. Esse foi o caso de quatro obrigações de transparência relacionadas à moderação de conteúdo: (1) dever 

de informar os usuários sobre os principais critérios e parâmetros dos sistemas de recomendação usados para priorizar 

ou despriorizar informações, bem como oferecer aos usuários opções sobre esses sistemas de recomendação, 

fornecendo informações sobre essas opções; (2) dever de informar ao usuário os motivos para tornar indisponível 

conteúdo que infrinja suas políticas; (3) dever de existência, acessibilidade e transparência dos mecanismos de recurso; 

e (4) dever de fornecer transparência ao anunciante sobre a colocação do anúncio. 

Para analisar essas obrigações, os pesquisadores se basearam nas interfaces disponibilizadas a usuários finais, 

via navegador de internet, por cada plataforma, de forma a simular uma situação real que compelisse a plataforma a 

tomar a ação desejada (por exemplo, remover conteúdo ou fornecer explicações sobre conteúdo recomendado ou 

métricas para anunciantes). Para isso, os pesquisadores criaram contas "sock puppet"7, devido ao risco de bloqueio ou 

suspensão de suas contas particulares em caso de violação dos termos ou padrões da comunidade das plataformas.  

Com base nessa abordagem de interação, verificou-se se a plataforma (1) informa critérios de recomendação 

e permitia o seu ajuste; (2) notifica o usuário sobre o motivo de remoção ou restrição de conteúdo; (3) oferece canais 

de apelação da decisão de moderação; (4) oferece tais canais de forma acessível e transparente e; (5) detalha ao 

anunciante as métricas e posicionamento de seus anúncios. Os resultados foram coletados e pontuados com base na 

avaliação definida a seguir.  

De forma a registrar as evidências, capturaram-se as telas e anotações em planilha para documentar cada 

verificação e fundamentar os resultados. A avaliação também foi conduzida de forma cruzada por dois pesquisadores, 

sob supervisão de um coordenador, para assegurar maior homogeneidade e rigor aos resultados. 

3.6 Obrigações analisadas 

As obrigações de transparência previstas nas regulamentações mencionadas foram submetidas a uma análise 

minuciosa e descritas em uma planilha dedicada. Por meio desse processo foram identificadas 27 obrigações. Em etapa 

subsequente, essas obrigações foram organizadas em conjuntos temáticos, resultando e quatro categorias distintas: (1) 

obrigações de transparência relacionadas ao tratamento de dados pessoais (17 obrigações); (2) obrigações de 

transparência sobre moderação de conteúdo (8 obrigações); (3) obrigações de transparência concernentes às relações 

de consumo (1 obrigação); e (4) Obrigações de transparência relativas às políticas de publicidade (1 obrigação).  

Essas obrigações, na ordem das categorias acima apresentadas, foram, posteriormente, avaliadas por meio 

dos indicadores (variáveis) estabelecidos de acordo com o conceito de transparência adotado nesta pesquisa, 

explicitados na próxima subseção. Para limitar a subjetividade dos pesquisadores, a tabela a seguir estabeleceu as boas 

práticas e práticas questionáveis, de forma a garantir a homogeneidade na avaliação. 

 

 

 

 

 
7 Para analisar as obrigações de transparência relacionadas à publicidade, foi necessário criar uma conta comercial. 
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Fundamento Legal Obrigações Boas Práticas Práticas Questionáveis 

LGPD, art. 9º, III e 
IV 

Divulgação da identidade do 
controlador e, quando aplicá-
vel, de seu representante 

Especificar claramente a entidade legal 
responsável pelo controle de dados. 

Mencionar apenas o nome comercial 
sem identificar a entidade legal. 

LGPD, art. 7º; art. 
9º; art. 11 

Informação sobre a finali-
dade do processamento de 
dados 

Identificar os dados processados e des-
crever a finalidade de cada processa-
mento. 

Usar explicações genéricas ou vagas 
sobre a finalidade de processa-
mento. 

LGPD, art. 7º; art. 
11 

Informação sobre a base legal 
para o processamento de da-
dos 

Relacionar as bases legais específicas com 
a finalidade do processamento. 

Referenciar de forma vaga ou exem-
plificativa as bases legais de proces-
samento. 

LGPD, art. 20º § 
1º; CDC, art. 43, § 
2º 

Dever de transparência aos 
usuários sobre quaisquer prá-
ticas de perfilamento e ras-
treamento 

Esclarecer as práticas de perfilamento e 
rastreamento, incluindo técnicas e ra-
zões. 

Mencionar práticas de perfilamento 
e rastreamento de forma genérica 
ou vaga. 

Resolução n. 
23.610/19 (TSE) 

Dever de informar expressa-
mente aos usuários sobre a 
possibilidade de processa-
mento de seus dados pesso-
ais para a divulgação de 
publicidade eleitoral, se apli-
cável 

Informar de forma clara sobre o uso de 
dados para publicidade eleitoral, se apli-
cável. 

Mencionar o uso eleitoral de dados 
de maneira vaga ou sem destaque. 

LGPD, art. 9º, V; 
art. 27 

Informação sobre o compar-
tilhamento de dados com en-
tidades públicas e sua 
finalidade 

Explicar claramente o motivo e os desti-
natários do compartilhamento de dados. 

Mencionar o compartilhamento de 
dados de forma genérica sem identi-
ficar destinatários. 

LGPD, art. 9º, V; 
art. 18, VII 

Informações sobre as entida-
des públicas e privadas com 
as quais o controlador com-
partilhou dados 

Declarar, de forma clara e acessível, os 
destinatários dos dados pessoais compar-
tilhados pelo agente controlador. 

Mencionar vagamente a possibili-
dade de o agente controlador com-
partilhar dados pessoais com 
terceiros. 

LGPD, art. 9º, VI; 
art. 39 

Informação sobre a alocação 
de responsabilidades entre 
controladores e operadores 
de dados 

Especificar as responsabilidades de con-
troladores e operadores, conforme a lei. 

Incluir cláusulas de limitação de res-
ponsabilidade em termos de uso, 
sem clareza. 

LGPD, art. 33; art. 
46 

Dever de divulgar as salva-
guardas adotadas para a 
transferência internacional 
de dados para um terceiro 
país ou organização interna-
cional sem decisão de ade-
quação 

Esclarecer países de destino e condições 
de transferência de dados. Como a auto-
ridade de proteção de dados ainda não 
estabeleceu uma lista de jurisdições com 
proteção adequada à época da análise, o 
controlador precisaria explicar as medi-
das adotadas para garantir a transferên-
cia para esses países com base nas 
melhores práticas internacionais mencio-
nadas.  

Mencionar transferências internaci-
onais de forma genérica sem deta-
lhamento de países de destino. 

LGPD, art. 48, § 2º 

Informação sobre a resposta 
a incidentes de segurança 
que possam comprometer os 
titulares de dados 

Trazer nas políticas sobre a prestação de 
informações ao usuário sobre incidentes 
de segurança e práticas de resposta. 

Referenciar adoção de práticas de 
segurança de maneira vaga ou gené-
rica. 

MCI, art. 11, § 3º; 
LGPD, art. 41, § 1º 

Divulgação da identidade e 
informações de contato do 
Encarregado de Proteção de 
Dados (DPO) 

Divulgar o nome completo e contato do 
DPO claramente. 

Direcionar o contato para um e-mail 
genérico ou formulário, sem identifi-
cação. 

LGPD, art. 19 

Dever de fornecer informa-
ções sobre o processamento 
correto de dados e privaci-
dade quando solicitado 

Informar ao titular sobre a existência 
desse  direito e explicar como ele pode 
ser exercido. 

Referenciar direitos de maneira vaga 
ou em conjunto com outros direitos. 

LGPD, art. 18, II; 
art. 20, § 1º; CDC, 
art. 43 

Reconhecimento do direito 
do titular de acesso aos da-
dos 

Informar nas políticas das plataformas so-
bre esse direito, juntamente com infor-
mações sobre como ele pode ser 
exercido. 

Referenciar esse direito de forma 
vaga ou genérica, juntamente com 
outros direitos. 
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Fundamento Legal Obrigações Boas Práticas Práticas Questionáveis 

LGPD, art. 18, V 
Reconhecimento do direito 
do titular à portabilidade dos 
dados 

Informar nas políticas das plataformas so-
bre esse direito, juntamente com infor-
mações sobre como ele pode ser 
exercido. 

Referenciar esse direito de forma 
vaga ou genérica, juntamente com 
outros direitos. 

LGPD, art. 18, IV 
Reconhecimento do direito 
do titular à anonimização, 
bloqueio ou eliminação 

Informar nas políticas das plataformas so-
bre esses direitos, juntamente com infor-
mações sobre como ele pode ser 
exercido.  

Referenciar esse direito de forma 
vaga ou genérica, juntamente com 
outros direitos. Se a plataforma não 
contemplou todos os 3 direitos refe-
renciados, considerou-se a existên-
cia da prática, porém a informação 
não foi considerada precisa.  

LGPD, art. 18, III; 
CDC, art. 43, § 3º 

Reconhecimento do direito 
do titular de retificar dados 
pessoais 

Informar nas políticas das plataformas so-
bre esses direitos, juntamente com infor-
mações sobre como ele pode ser 
exercido. 

Referenciar esse direito de forma 
vaga ou genérica, juntamente com 
outros direitos. 

 LGPD, art. 20 

Garantia do direito do usuá-
rio de contestar decisões ba-
seadas em rastreamento e 
perfilamento que tenham vi-
olado direitos humanos 

Fornecer informações claras sobre o di-
reito de contestar decisões de perfila-
mento. 

Referenciar o direito de contestação 
de forma vaga ou genérica. 

CFPD, Compro-
misso 14; Medida 
14.2; Código de 
Conduta 

Proibição de discurso vio-
lento e de ódio 

Indicar claramente a proibição de discur-
sos de ódio e violência, inclusive por meio 
de exemplificação de conteúdos proibi-
dos. 

Falta de clareza sobre o tipo de dis-
curso proibido.  

CFPD, Medida 1.1; 
QRE 1.1.1 

Dever de divulgar políticas 
que previnam a disseminação 
de desinformação 

Descrever ações específicas adotadas 
para prevenir a desinformação. Diversas 
ações foram consideradas válidas, como 
suspensão de conteúdo, bloqueio de con-
tas e uso de agências de checagem. 

Apenas mencionar que combate a 
desinformação sem detalhar ações 
adotadas. 

CFPD, Compro-
misso 19; Medidas 
19.1 e 19.2; SLI 
19.2.1  

Dever de informar aos usuá-
rios os principais critérios e 
parâmetros de seus sistemas 
de recomendação utilizados 
para priorizar ou despriorizar 
informações, bem como for-
necer opções de controle 

Explicar critérios do sistema de recomen-
dação e oferecer opções de controle para 
que o usuário possa alterar esse sistema.  

Não esclarecer critérios ou não for-
necer opções de controle para o usu-
ário. 

MCI, art. 20 

Dever de informar o usuário 
sobre os motivos por tornar 
conteúdo indisponível em ra-
zão da violação das políticas 
 

Informar ao usuário os motivos específi-
cos para a remoção de conteúdo (como 
exclusão, suspensão ou redução de visibi-
lidade). 
 

Remover conteúdo sem explicar ao 
usuário qual conteúdo foi o violador 
e  qual a política foi violada. 

CFPD, SLI 1.1.1 

Dever de publicar periodica-
mente relatórios de transpa-
rência sobre restrições de 
conteúdo  

Publicar relatórios periódicos sobre ações 
de moderação de conteúdo. 

Não divulgar informações sobre 
ações de moderação ou relatórios de 
transparência. 

CFPD, Compro-
misso 24; Medida 
24,1; QRE 24.1.1; 
SLI 24.1.1 

Existência de mecanismos de 
apelação 

Oferecer mecanismos de apelação  
Limitar o direito de apelação não 
oferecendo meios para o usuário im-
pugnar uma decisão.  

CFPD, Compro-
misso 24; Medida 
24,1; QRE 24.1.1; 
SLI 24.1.1 

Mecanismos de apelação 
acessíveis e transparentes 

Oferecer mecanismos de apelação acessí-
veis e claros após moderação de conte-
údo. 

Limitar o direito de apelação não 
oferecendo, por exemplo, espaço 
para o usuário justificar o pedido de 
revisão. 

CFPD, Compro-
misso 26; Medidas 
26.1, 26.1 e 28.1 

Dever de fornecer acesso a 
dados por meio de APIs ou 
outras interfaces para fins de 

Prover acesso a dados via API ou interfa-
ces para pesquisa de desinformação 

Não informar sobre o uso de API ou 
interfaces para fins de pesquisa 
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Fundamento Legal Obrigações Boas Práticas Práticas Questionáveis 

pesquisa sobre desinforma-
ção 

CDC, art. 6º, III e § 
único; art. 8º 

Dever de fornecer informa-
ções sobre características e 
riscos no uso dos serviços 
oferecidos 

Descrever características e riscos do ser-
viço prestado. Dado que não há uma defi-
nição precisa sobre quais características 
as plataformas devem informar ao consu-
midor, essa parte da obrigação foi consi-
derada cumprida ao verificarmos uma 
descrição geral do funcionamento da pla-
taforma e do tipo de conteúdo permitido. 
Por outro lado, foi considerado risco a de-
sinformação e segurança de dados, em-
bora possam existir outros riscos 
associados à prestação do serviço.  

Não explicar sobre o funcionamento 
da plataforma e não fornecer infor-
mações claras sobre riscos inerentes 
ao serviço.  

CFPD, Medidas 1.3 
e 1.4 

Obrigação de fornecer trans-
parência ao anunciante sobre 
a colocação do anúncio 

Informar sobre métricas de segmentação 
e posicionamento de anúncios. Por exem-
plo, se é possível definir o perfil do pú-
blico que se deseja alcançar ou a 
localização geográfica onde o anúncio 
será exibido (como o país). A plataforma 
pode também informar o posicionamento 
visual do anúncio na página e o título com 
que será exibido. Ressalva-se, contudo, 
que não é possível analisar o tipo de con-
teúdo com o qual o anúncio foi associado, 
logo esse ponto não foi averiguado. 

Não fornecer métricas de segmenta-
ção sobre o posicionamento de 
anúncios, certo que não há número 
de métricas mínimas para informar, 
já que não há uma lista de itens obri-
gatórios a serem reportados.  

Fonte: Elaboração própria. 

3.7 Definição das variáveis para avaliação da transparência de acordo com as 

obrigações identificadas 

O grau de comprometimento de cada plataforma com as obrigações de transparência acima mapeadas foi 

medido considerando-se as variáveis que representam os indicadores para operacionalizar as dimensões do conceito 

de transparência adotado neste trabalho (visibilidade e compreensibilidade). Foram utilizadas cinco variáveis para 

operacionalizar esses indicadores, cada uma valendo 1 ponto, de modo que o número máximo de pontos alcançado foi 

5, indicando um excelente nível de transparência, enquanto o menor valor foi 0, indicando um baixo nível de 

transparência. Essa pontuação permitiu uma observação granular da conformidade em três níveis: (i) alto, quando a 

pontuação foi 4 ou 5; (ii) regular, quando a pontuação foi 3 ou 2; e (iii), baixo, quando a pontuação foi 0 ou 1. 

As variáveis utilizadas para operacionalizar a dimensão "visibilidade" do conceito de transparência basearam-

se em critérios que avaliaram a existência e acessibilidade das informações nas políticas das plataformas digitais.  

A primeira variável, intitulada "menção ao tópico", examina se a plataforma aborda a obrigação de 

transparência em suas políticas públicas. Esse critério é avaliado pela simples presença nas diretrizes da plataforma de 

menções ao tema referenciado na obrigação. A questão central levantada foi: “A obrigação de transparência é 

mencionada nas políticas da rede social?” Caso a plataforma apresente qualquer disposição sobre o assunto, atribui-se 

1 (um) ponto, independentemente de uma análise qualitativa do conteúdo. A ausência de menção zera (0) a pontuação, 

indicando a invisibilidade do tema na política da plataforma. 

A segunda variável, denominada "acessibilidade", foca na facilidade de acesso à informação para o usuário, 

medida pelo número de cliques necessários para que se chegue ao conteúdo de interesse. A pergunta que orientou 

essa análise foi: “Quantos links de acesso foram necessários para encontrar informações sobre uma determinada 

obrigação de transparência na política da rede social?” Para a pontuação, considerou-se que, ao acessar uma política 
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— por exemplo, estando já no documento de política de privacidade da plataforma — a necessidade de apenas 1 (um) 

clique adicional para chegar à informação desejada resultaria na pontuação de 1 (um), sugerindo um grau de 

acessibilidade adequado. Quando o acesso exigiu dois ou mais cliques, a pontuação atribuída foi 0 (zero), sinalizando 

um nível reduzido de acessibilidade. 

Para operacionalizar a dimensão “compreensibilidade” do conceito de transparência, foram consideradas 

como variáveis: clareza, precisão e acessibilidade linguística das políticas das plataformas. A “clareza” é avaliada pelo 

uso de textos facilmente compreensíveis e desprovidos de ambiguidade. Observa-se o uso de uma linguagem direta e 

simples, evitando jargões técnicos; caso seu uso seja indispensável, são esperadas explicações adequadas para o 

destinatário. A inclusão de exemplos específicos também contribui para uma comunicação mais transparente, 

permitindo que a informação seja transmitida de forma objetiva e clara. Dessa maneira, textos claros receberam 

pontuação 1 (um), enquanto textos vagos ou ambíguos foram pontuados com 0 (zero). 

A variável “precisão”, entendida como sinônimo de exatidão, examina se as políticas especificam claramente o 

objeto e o objetivo da informação divulgada, evitando desvios ou escassez de conteúdo. Para assegurar a compreensão 

completa do conteúdo, é importante que todas as informações necessárias estejam incluídas de forma direta. Políticas 

que atendem a esse critério receberam pontuação 1 (um), enquanto aquelas que apresentaram informações 

incompletas ou inexatas receberam 0 (zero). 

Por fim, o “uso da língua portuguesa” nas políticas foi avaliado como um critério importante para garantir que 

o público brasileiro compreenda plenamente o conteúdo. Considerando que muitas plataformas são sediadas nos EUA 

e utilizam o inglês como idioma principal, a disponibilização de versões traduzidas para o português foi pontuada com 

1 (um), pois torna as informações plenamente compreensíveis para os usuários locais. Em contraste, políticas 

disponibilizadas apenas em inglês receberam pontuação 0 (zero), uma vez que essa prática restringe o acesso completo 

às informações para aqueles que não dominam o idioma estrangeiro. 

3.8 Definição de uma tipologia para classificação das obrigações de transparência 

Considerando a literatura citada neste trabalho, a qual associa o conceito de transparência ao dever de 

informação, foi possível observar que as obrigações de transparência elencadas na legislação brasileira e nos códigos 

de conduta podem ser classificadas com base em quatro critérios: (i) o destinatário da informação à ser prestada, (ii) a 

finalidade da prestação da informação; (iii) o objeto da informação; e (iv) o procedimento para acessar a informação. 

Essa seção apresenta, portanto, a tipologia desenvolvida com base nesses parâmetros. 

3.8.1 Quanto ao número de destinatários, a obrigação de transparência pode ser: 

INDIVIDUAL ou COLETIVA 

Sob a ótica do número de destinatários da informação a ser prestada pelas plataformas de redes sociais, as 

obrigações de transparência podem ser classificadas como individuais ou coletivas. As obrigações individuais referem-

se à disponibilização de informações direcionadas a um usuário individual, enquanto as obrigações coletivas dizem 

respeito à divulgação de informações que contemplam um conjunto de usuários, podendo também se referir a dados 

consolidados ou estatísticos sobre determinados assuntos. 

3.8.2 Quanto à finalidade, a obrigação de transparência pode ser: ESTRITA ou 

ACCOUNTABILITY 

À luz da finalidade da prestação da informação, as obrigações de transparência podem ser agrupadas em duas 

categorias.  A primeira corresponde às obrigações de transparência estrita, que se referem à divulgação de informações 

sobre os direitos e deveres dos usuários, geralmente apresentadas nas políticas institucionais das plataformas. A 
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segunda categoria corresponde às obrigações voltadas à responsabilização, que envolvem a disponibilização de 

informações sobre aspectos procedimentais da relação entre plataforma e usuários, possibilitando mecanismos de 

controle e prestação de contas posterior com possibilidade de sanção. 

3.8.3 Quanto ao objeto, a obrigação de transparência pode ser: CONTEÚDO ou 

PROCESSO 

Em relação ao objeto da informação, as obrigações de transparência podem ser classificadas em suas 

categorias. A primeira refere-se ao conteúdo quando envolve informações explicativas sobre o tipo de conteúdo 

hospedado e as regras de comportamento permitido na plataforma. A segunda diz respeito ao processo de tomada de 

decisões, quando se referem às características dos mecanismos utilizados para tomar decisões dentro da plataforma8. 

3.8.4 Quanto ao procedimento, a obrigação de transparência pode ser: ATIVA OU 

PASSIVA 

Sob a perspectiva do procedimento para acessar a informação, as obrigações podem ser classificadas em duas 

categorias. A primeira é a transparência ativa, na qual a informação é tornada pública em razão do dever de divulgar 

informações de forma proativa, sem a necessidade de qualquer solicitação pelo usuário. A segunda é a transparência 

passiva, em que a informação é disponibilizada somente mediante solicitação, ou seja, quando usuários ou terceiros as 

solicitam formalmente. 

4. Resultado das análises 

Após a exploração do material, foi criada uma planilha para cada plataforma, com o objetivo de avaliar 

qualitativamente o grau de conformidade em relação às obrigações de transparência previamente mapeadas. As 

obrigações de transparência permaneceram dispostas nas linhas, enquanto, nas colunas, foram inseridos os indicadores 

utilizados para operacionalizar o conceito de transparência (menção ao tópico, acessibilidade, clareza, precisão e uso 

da língua portuguesa). Cada obrigação foi avaliada em uma escala de 0 a 5, acima definida. 

A avaliação das plataformas foi realizada de forma cruzada por dois pesquisadores, sob supervisão direta do 

coordenador da pesquisa. Em caso de divergências na atribuição dos valores ou na interpretação dos indicadores, os 

casos foram levados a debate para deliberação coletiva, buscando assegurar a homogeneidade e a consistência dos 

resultados. Na etapa final, os dados analisados foram interpretados à luz do referencial teórico, possibilitando a resposta 

às perguntas de pesquisa e a formulação de inferências sobre o grau de comprometimento das plataformas com as 

exigências de transparência. 

4.1 Classificação das obrigações quanto ao tipo de transparência 

Conforme mencionado anteriormente, as obrigações de transparência podem ser classificadas segundo o 

destinatário da informação, a finalidade da informação, o objeto da informação e o procedimento para acessar à 

informação. As obrigações identificadas e já apresentadas nesta pesquisa foram organizadas com base nesses critérios. 

A tabela a seguir apresenta o resultado da classificação de cada obrigação de transparência mencionada na tabela 01. 

 

 
8 Destaca-se que o processo de tomada de decisão guarda relação ao modo de ação/decisão da plataforma, o que não inclui assuntos relacionados a canais 
de comunicação ou apelação. Esses direitos do usuário, por outro lado, são necessários para se alcançar a responsabilização da plataforma (accountability). 
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Obrigações de transparência INDIVIDUAL AGREGADA ESTRITA ACCOUNTABILITY CONTEÚDO PROCESSO PULL PUSH 

Divulgação da identidade do contro-
lador e, quando aplicável, de seu re-

presentante 
X   X X   X 

Informações sobre a finalidade do 
tratamento de dados 

X  X  X   X 

Informações sobre a base legal para o 
tratamento de dados 

X  X  X   X 

Dever de transparência com os usuá-
rios sobre quaisquer práticas de perfi-

lamento e rastreamento 
 X X   X  X 

Dever de informar expressamente os 
usuários sobre a possibilidade de tra-
tamento de seus dados pessoais para 
a veiculação de publicidade eleitoral, 

se aplicável 

 X X  X   X 

Informações sobre o compartilha-
mento de dados com entidades públi-

cas e sua finalidade 
X  X  X   X 

Informações sobre as entidades pú-
blicas e privadas com as quais o con-

trolador compartilhou dados 
X  X  X   X 

Informações sobre a alocação de res-
ponsabilidades entre controladores e 

operadores de dados 
 X X  X   X 

Dever de divulgar as salvaguardas 
adotadas para a transferência inter-
nacional de dados a país terceiro ou 
organização internacional sem deci-

são de adequação 

 X  X X   X 

Informações sobre a resposta a inci-
dentes de segurança que possam 

comprometer os titulares de dados 
X   X X   X 

Divulgação da identidade e informa-
ções de contato do Encarregado pelo 
Tratamento de Dados Pessoais (DPO) 

 X  X X   X 

Dever de fornecer informações sobre 
o tratamento adequado de dados e 

privacidade, quando solicitado 
X   X  X X  

Reconhecimento do direito do titular 
de acessar seus dados 

 X X  X   X 

Reconhecimento do direito do titular 
à portabilidade dos dados 

 X X  X   X 

Reconhecimento do direito do titular 
à anonimização, bloqueio ou elimina-

ção dos dados 
 X X  X   X 
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Obrigações de transparência INDIVIDUAL AGREGADA ESTRITA ACCOUNTABILITY CONTEÚDO PROCESSO PULL PUSH 

Reconhecimento do direito do titular 
à retificação de dados pessoais 

 X X  X   X 

Garantia do direito do usuário de re-
correr de decisões baseadas em ras-

treamento e perfilamento que 
tenham violado direitos humanos 

X   X X  X  

Proibição de discurso violento e de 
ódio 

 X X  X   X 

Dever de divulgar políticas que evi-
tem a disseminação de desinforma-

ção 
 X  X X   X 

Dever de informar os usuários sobre 
os principais critérios e parâmetros 

dos sistemas de recomendação utili-
zados para priorizar ou despriorizar 

informações, bem como oferecer op-
ções de controle 

 X  X  X  X 

Dever de informar o usuário sobre os 
motivos da indisponibilização de con-

teúdo por violação de políticas 
X   X  X  X 

Dever de publicar periodicamente re-
latórios de transparência sobre restri-

ções de conteúdo 
 X  X X   X 

Existência de mecanismos de apela-
ção 

 X X  X  X  

Os mecanismos de apelação devem 
ser acessíveis e transparentes 

 X X  X  X  

Dever de fornecer acesso a dados por 
meio de APIs ou outras interfaces 

para pesquisas sobre desinformação 
 X  X X   X 

Dever de fornecer informações sobre 
as características e riscos associados 

ao uso dos serviços oferecidos 
 X X  X   X 

Obrigação de garantir transparência 
aos anunciantes sobre o posiciona-

mento de anúncios 
X  X   X  X 

Fonte: Elaboração própria (2024). 

A partir da classificação das obrigações de transparência na legislação brasileira vigente e nos compromissos 

voluntários firmados por meio dos Códigos de Conduta com a Comissão Europeia, foi possível identificar algumas 

características predominantes. As obrigações analisadas revelam-se majoritariamente do tipo agregado (17) superando 

aquelas de caráter individual (10), o que indica uma ênfase na divulgação de informações voltadas à coletividade ou 

públicos indeterminados, bem como a comunicação de dados agregados ou estatísticos.  

Quanto à finalidade da informação, a maior parte das obrigações de transparência é estrita (16), voltadas à 

exposição de direitos e deveres dos usuários conforme estipulado nas políticas das plataformas. Por outro lado, as 
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obrigações com foco na accountability — aquelas que visam permitir a posterior prestação de contas sobre suas práticas 

acrescidas de sanções — representam uma parcela menor (11). Uma análise específica mostra que a maioria das 

obrigações de transparência previstas na legislação brasileira são estritas (16), enquanto a maioria das obrigações 

provenientes dos Códigos de Conduta priorizam a accountability (5). 

Em relação ao objeto das informações, observa-se um predomínio das obrigações centradas no conteúdo (22), 

em contraste com aquelas baseadas em processos de tomada de decisão (5). Esse resultado foi majoritário para as 

obrigações provenientes da legislação brasileira e para as trazidas pelos Códigos de Conduta. No que diz respeito ao 

conteúdo hospedado e às medidas de moderação utilizadas, nota-se menor incidência (8). 

Por fim, observa-se uma predominância significativa de obrigações de transparência ativa (22), isto é, que 

exigem a divulgação proativa de informações pelas plataformas de redes sociais, enquanto as obrigações passivas, 

condicionadas a solicitações dos usuários ou terceiros, se apresentam em menor frequência (4). 

4.2 Análise das Hipóteses de Pesquisa 

Com base na pergunta de pesquisa que orienta este estudo, foram elaboradas 2 hipóteses que foram 

construídas à luz da literatura teórica e normativa analisada. O objetivo é testar, de forma empírica, se os padrões de 

transparência mapeados estão sendo efetivamente incorporados pelas plataformas, permitindo, assim, avaliar o grau 

de comprometimento entre as normas analisadas e a prática institucional dessas empresas no ambiente digital. 

 

H1. A análise dos termos de uso, políticas e práticas das dez maiores plataformas de redes sociais 

usadas no Brasil à luz dos parâmetros legislativos brasileiros, em nível federal, como o MCI, a LGPD 

e o CDC, bem como do parâmetro estrangeiro (EU Code of Practice on Disinformation e EU Code of 

Conduct on Hate Speech) mostrará que há um baixo nível de comprometimento (menos de 50%) 

com os padrões de transparência decorrentes das obrigações analisadas. 

 

Resultado: Hipótese parcialmente refutada. Os dados empíricos demonstraram que 74% das 

obrigações de transparência são referenciadas pelas redes sociais e 53% das obrigações relacionadas 

a acessibilidade são cumpridas, sendo possível concluir que, no que se refere à dimensão da 

visibilidade do conceito de transparência, a hipótese inicial sobre baixo nível de comprometimento 

poderia ser refutada. Entretanto, quanto à dimensão da compreensibilidade, as variáveis 

subsequentes revelam índices menores de comprometimento, sendo os piores resultados 

relacionados à clareza dos termos (53%) e precisão das informações fornecidas (33%). O 

comprometimento com a apresentação das políticas em português atingiu um percentual de 67%. 

Esses dados apontam para limitações significativas na qualidade da informação divulgada, 

especialmente no que tange à inteligibilidade e utilidade da informação para os usuários.  

 

H2. A análise dos termos de uso, políticas e práticas das dez maiores plataformas de redes sociais 

utilizadas no Brasil, à luz dos parâmetros legislativos brasileiros em nível federal, como o MCI, a LGPD 

e o CDC, bem como do parâmetro estrangeiro (EU Code of Practice on Disinformation e EU Code of 

Conduct on Hate Speech) indicará que o menor grau de comprometimento se encontra na categoria 

de obrigações de transparência relacionadas à moderação de conteúdo, pois estas originam-se de 

compromissos voluntários adotados pelas plataformas na União Europeia, sem nenhuma regulação 

brasileira que preveja algum tipo de supervisão 
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Gráfico 1 - Desempenho médio das plataformas analisadas considerando todas as variáveis por categoria de obrigações 

 
Fonte: Elaboração própria (2024). 

 

Resultado: Hipótese confirmada. A análise confirma a hipótese inicial, evidenciando que a categoria 

de moderação de conteúdo obteve o menor índice de conformidade entre as plataformas 

examinadas, com um nível de compromisso de 55% em relação às obrigações de transparência. Uma 

possível explicação para esse resultado é a ausência de uma regulamentação específica para a 

moderação de conteúdo no Brasil e pela falta de mecanismos efetivos de fiscalização e aplicação das 

normas por parte de uma autoridade reguladora nacional. Isso corrobora o fato que, na ausência de 

diretrizes legais nacionais claras e de supervisão, as plataformas não estão sujeitas à pressão 

regulatória local para adotar os padrões definidos em compromissos voluntários assumidos em 

outras jurisdições ou em regulações estrangeiras. 

 

Ao mesmo tempo, ao analisar a categoria de proteção de dados pessoais, observa-se que o compromisso com 

as obrigações de transparência também é limitado, com uma taxa de conformidade de 56%. Uma possível explicação 

para esse segundo resultado seria que, apesar da existência de uma autoridade fiscalizadora, a atividade de 

regulamentação e fiscalização dessa autoridade (que até o momento somente impôs uma sanção) não tem conseguido 

transmitir suficiente clareza sobre os padrões de implementação de tais obrigações e/ou gerado incentivos adequados 

para estimular um cumprimento efetivo.   
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Gráfico 2 - Resultados do comprometimento das plataformas com as obrigações de transparência de acordo com cada variável 

 
Fonte: Elaboração própria (2024). 

 

H3. O conceito de transparência na literatura está relacionado a duas dimensões: 

visibilidade e compreensibilidade. Considerando que o referencial teórico aponta para a ocorrência 

de problemas no cumprimento da dimensão de transparência relacionada à compreensibilidade 

(indicada nesta pesquisa pelas variáveis clareza, precisão e uso da língua portuguesa), espera-se 

observar uma maior deficiência no cumprimento das obrigações de transparência correspondentes 

à dimensão de compreensibilidade. 
 

Gráfico 3 - Desempenho das categorias de obrigações de transparência por variável 

 
Fonte: Elaboração própria (2024). 
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Resultado: Hipótese confirmada. A análise dos dados demonstra que as variáveis associadas à 

compreensibilidade apresentaram menores índices de cumprimento, em especial no que se refere à 

clareza e precisão das informações fornecidas pelas plataformas. Isso confirma a expectativa teórica 

de que a transparência, ainda que formalmente atendida em termos de visibilidade, encontra 

maiores entraves no plano da compreensibilidade, o que compromete seu potencial efetivo de 

empoderamento informacional dos usuários de redes sociais. 

 

H4. As interfaces de uso das plataformas de rede social possuem baixo nível de adesão (menos de 

50%) aos compromissos e obrigações de transparência. Particularmente, isso será verificado em 

relação às obrigações de transparência sobre (a) critérios de recomendação de conteúdo; (b) motivo 

de remoção ou restrição de conteúdo; (c) acessibilidade a canais de apelação contra remoção ou 

restrição de conteúdo; e (d) detalhamento a usuários anunciantes quanto a métricas e 

posicionamento de anúncios. 

 
Gráfico 4 – Nível de Aderência das Plataformas Digitais às Obrigações de Transparência nas Interfaces de Uso (%) 

 
Fonte: Elaboração própria (2024). 

 

Resultado: Hipótese parcialmente refutada. As plataformas testadas apresentaram um grau de 

implementação moderado - média de 62% em relação às quatro obrigações ou compromissos de 

transparência referidos no gráfico acima. Enquanto se observa um grau de transparência moderado 

a bom em termos dos critérios utilizados para recomendar conteúdo a usuários e das métricas e 

posicionamento dos anúncios veiculados nas plataformas por usuários anunciantes (68%), os 

resultados são medianos quando se trata de explanar o motivo pelo qual conteúdos são removidos 

ou restringidos a usuários (52%) e de conferir acesso a canais de contestação quanto a decisões de 

remover ou restringir conteúdo por parte das plataformas (56%). 
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Importa destacar que as maiores deficiências destas obrigações quanto ao cumprimento dos critérios de 

transparência se trata dos critérios de clareza e de precisão, com média de adequação entre as quatro obrigações 

referenciadas acima de 55% para ambas. 

Isso denota que embora as plataformas façam menção aos parâmetros e justificativas utilizados por elas 

próprias para a moderação de conteúdo, falta clareza e precisão adequados nas disposições a este respeito. O resultado 

está em linha com os resultados e inferências a partir do resultado da Hipótese H2, em que se observou que, pelo fato 

de não haver uma regulamentação ou mecanismos de fiscalização nacionais específicos a respeito disso, o grau de 

comprometimento das plataformas em relação a este tema fica restrito a compromissos voluntários assumidos 

internacionalmente. 

4.3 Desempenho das plataformas de redes sociais nas dimensões da transparência: 

resultados empíricos 

Esta subseção apresenta os resultados gráficos da análise empírica realizada com o objetivo de avaliar o grau 

de comprometimento das plataformas de redes sociais com as obrigações de transparência previamente mapeadas na 

tabela 01. A análise está estruturada por categorias temáticas — proteção de dados pessoais, moderação de conteúdo, 

relações de consumo e políticas de publicidade — e foi conduzida com base nas variáveis definidas na seção de 

metodologia, elaboradas para operacionalizar o conceito de transparência.  

Para tanto, conforme mencionado, consideraram-se duas dimensões centrais: visibilidade e 

compreensibilidade. A visibilidade foi aferida por meio das variáveis “menção ao tópico” e “acessibilidade da 

informação”, enquanto a compreensibilidade foi avaliada com base nos critérios de “clareza”, “precisão” e “uso da língua 

portuguesa”. Os gráficos a seguir ilustram o desempenho das plataformas em relação a essas dimensões. 

 
Gráfico 5 – Resultado do comprometimento das plataformas com a implementação de transparência referente às obrigações de proteção 

de dados pessoais 

 
Fonte: Elaboração própria (2024). 
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Gráfico 6 – Resultado do comprometimento das plataformas em relação a implementação de transparência relacionada às obrigações 
sobre moderação de conteúdo 

 
Fonte: Elaboração própria (2024). 

 
Gráfico 7 – Resultado do comprometimento das plataformas em relação a implementação da transparência correspondente às 

obrigações voltadas à proteção do consumidor 

 
Fonte: Elaboração própria (2024). 

 
Gráfico 8 – Resultado do comprometimento das plataformas em relação às obrigações de transparência associada às políticas de 

publicidade 

 
Fonte: Elaboração própria (2024). 
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Considerando os resultados obtidos, especialmente o Gráfico 05, que demonstra um nível mediano a baixo de 

implementação das obrigações de transparência relacionadas à proteção de dados pessoais, com destaque negativo 

para a variável "precisão", que apresentou apenas 25% de cumprimento, é possível, como conclusão parcial desta 

análise, identificar espaço para uma atuação regulatória mais facilitadora e orientadora por parte da Autoridade 

Nacional de Proteção de Dados (ANPD). 

Diante desse cenário, a ANPD poderia desempenhar um papel fundamental por meio da elaboração de guias 

para as plataformas digitais, estabelecendo orientações sobre as informações que os usuários devem possuir para 

considerar, de forma crítica, se as plataformas cumpriram ou não o seu dever legal. Informar de forma genérica a letra 

da lei não cumpre esse papel.   

Além disso, a Autoridade poderia fomentar a criação ou elaborar de forma conjunta códigos de conduta 

voltados a redes sociais, em conformidade com o artigo 50 da LGPD e em linha com o arcabouço teórico da regulação 

responsiva. Esses instrumentos não apenas serviriam para uniformizar práticas e elevar o nível de conformidade, mas 

também contribuiriam para tornar as informações mais compreensíveis e, por consequência, auditáveis.  

Destaca-se, ainda, que a baixa performance da variável "precisão" evidencia lacunas quanto à clareza do objeto 

e da finalidade das informações a serem disponibilizadas. Nesse contexto, a ANPD pode desempenhar um papel 

relevante ao definir, de forma mais concreta, quais informações são úteis e eficazes para o usuário, promovendo uma 

comunicação mais eficiente e alinhada aos objetivos da transparência. 

No que tange ao cumprimento das obrigações de transparência em relação ao tema “moderação de 

conteúdo”, a análise do Gráfico 6 evidencia que a categoria obteve desempenho mediano. A melhora desse 

desempenho poderia ser alcançada por meio de uma regulamentação específica para a moderação de conteúdo no 

Brasil e pela criação de mecanismos efetivos de fiscalização. É interessante destacar que as obrigações de transparência 

que necessitam da utilização de interface para cumprimento apresentaram um grau de implementação moderado - 

média de 62%, considerando-se as quatro obrigações relacionadas a isso. Porém, embora se observe um grau de 

transparência moderado a bom a respeito dos critérios utilizados para recomendar conteúdo a usuários e das métricas 

e posicionamento dos anúncios veiculados nas plataformas por usuários anunciantes (ambos em 68%), os resultados 

são medianos quando se trata de explanar o motivo pelo qual conteúdos são removidos ou restringidos a usuários 

(52%) e de conferir acesso a canais de contestação quanto a decisões de remover ou restringir conteúdo por parte das 

plataformas (56%). O nível inadequado de cumprimento destas duas últimas obrigações sugere estar em linha com os 

resultados da Hipótese H2, em que se observou que, por não haver uma regulamentação ou mecanismo de fiscalização 

nacional a respeito disso, o comprometimento das plataformas se restringe à assunção de compromissos voluntários. 

Não foi encontrada uniformidade no procedimento das plataformas, especialmente sobre os detalhes e 

critérios utilizados para decisões algorítmicas e os procedimentos de apelação disponíveis para os usuários. Entende-

se fundamental que haja disponibilização de informações detalhadas sobre os procedimentos de apelação, assegurando 

que os usuários recebam informações sobre o conteúdo que violou a política da plataforma, bem como da cláusula ou 

termo infringido para que possam compreender como podem contestar decisões que impactem sua experiência na 

plataforma. 

A análise do Gráfico 7, referente à transparência no cumprimento das obrigações voltadas à categoria de 

consumidor, revela resultados insatisfatórios no que tange aos critérios de clareza e precisão das informações prestadas 

pelas plataformas. Tal deficiência indica que, na prática, não ocorre a transmissão de informações úteis aos 

consumidores, o que compromete a capacidade dos usuários de tomar decisões racionais e informadas sobre as 

características do serviço e os riscos inerentes à sua utilização.  

Além disso, vale lembrar (conforme já mencionado na Tabela 02) que, na avaliação realizada, considerou-se 

suficiente a disponibilização de informações básicas sobre o funcionamento dos serviços, uma vez que não há previsão 

legal expressa impondo obrigações mais detalhadas nesse aspecto. Por exemplo, quanto aos riscos que deveriam ser 

comunicados aos usuários, foram considerados somente a desinformação e a segurança de dados pessoais. No entanto, 
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é importante destacar que outros riscos igualmente relevantes, como aqueles associados ao uso das plataformas por 

crianças e adolescentes, não foram endereçados na pesquisa e merecem aprofundamento sobre as informações 

disponibilizadas ao consumidor pela sensibilidade do tema.  

Embora não exista um órgão regulador único especificamente responsável pela fiscalização desse tipo de 

transparência, o tema não se encontra desassistido: existe um conjunto de entidades públicas com competência para 

atuação coordenada, conforme o artigo n. 105 do Código de Defesa do Consumidor (CDC), que institui o Sistema 

Nacional de Defesa do Consumidor. Nesse sentido, tais órgãos podem elaborar orientações normativas sobre 

características e riscos relevantes para direcionar, em um modelo de regulação responsiva, a conduta das plataformas 

digitais para garantir maior transparência ao usuário. 

5. Conclusão 

Este estudo apresentou uma análise empírica do comprometimento das principais plataformas de redes sociais 

com as obrigações de transparência estabelecidas pela legislação brasileira, considerando normas como o Marco Civil 

da Internet, a Lei Geral de Proteção de Dados Pessoais e o Código de Defesa do Consumidor, além dos compromissos 

voluntários assumidos no âmbito internacional, especialmente os códigos de conduta europeus.  

A pesquisa foi estruturada com base no conceito de transparência, operacionalizado por meio de duas 

dimensões: visibilidade e compreensibilidade. A partir dessas dimensões, foram criadas variáveis específicas que 

permitiram uma avaliação sistemática do nível de conformidade dessas plataformas com as obrigações de transparência 

previstas tanto na legislação brasileira quanto nos códigos de conduta europeus. A dimensão de visibilidade abordou a 

existência e acessibilidade da informação, enquanto a dimensão de compreensibilidade focou na clareza, precisão e 

uso da língua portuguesa nos documentos e políticas das plataformas.  

Os resultados do teste de hipóteses revelaram uma adesão parcial das plataformas de redes sociais às 

obrigações de transparência previstas na legislação brasileira. A primeira hipótese, que previa um baixo nível de 

comprometimento com os padrões de transparência (menos de 50%), foi parcialmente refutada, pois as plataformas 

referenciam cerca de 75% das obrigações e cumpriram 54% das exigências relacionadas à acessibilidade. No entanto, a 

hipótese foi confirmada no que tange à dimensão de compreensibilidade, com índices de comprometimento inferiores, 

especialmente quanto à clareza dos termos (56%) e à precisão das informações (25%), enquanto o uso do português 

alcançou 68%.  

A segunda hipótese, que incorporou a crítica da literatura sobre transparência, apostava nas dificuldades de 

cumprimento na dimensão de compreensibilidade e foi confirmada. As variáveis de clareza e precisão apresentaram os 

piores índices de cumprimento, evidenciando que a transparência, no sentido de fornecer ao usuário compreensão das 

informações disponibilizadas pelas plataformas, continua a ser um desafio.  

Esses resultados indicam que a literatura sobre transparência apresentada neste trabalho - incluindo Losey 

(2005), Parsons (2019), Suzor (2019), Rieder e Hoffmann (2020) e Ausloos e Leerssen (2020) - está correta ao afirmar 

que a transparência tem sido tratada apenas como visibilidade de informações. As análises apontam a necessidade de 

aprimorar a dimensão correspondente à compreensibilidade, especialmente no que diz respeito à clareza e precisão 

das informações fornecidas ao usuário.  

Algumas recomendações específicas para o aprimoramento da política de transparência nas plataformas de 

redes sociais no Brasil podem ser formuladas. Sugere-se que o regulador introduza diretrizes específicas que definam 

padrões mínimos de clareza e precisão para as informações disponibilizadas aos usuários. É preciso que haja 

direcionamento para a atuação das plataformas. Essas diretrizes poderiam incluir explicações acessíveis para termos 

complexos e vagos, detalhamento dos objetos da obrigação e na explicação dos direitos dos usuários, além de empregar 

exemplos ilustrativos para facilitar a compreensão.  
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Ressalta-se, ainda, a ausência de diretrizes legais nacionais que tratem especificamente da transparência na 

moderação de conteúdo. As obrigações consideradas nesta pesquisa derivam de compromissos voluntários firmados 

com a Comissão Europeia. Desse modo, recomenda-se a elaboração de uma regulação específica no contexto brasileiro 

que discipline a transparência nas práticas de moderação adotadas pelas plataformas. 

Para fomentar uma maior efetividade das obrigações de transparência significativa, recomenda-se que o 

regulador estabeleça um padrão uniforme para a divulgação de informações: isso com particular ênfase nos processos 

internos das plataformas na tomada de decisão, incluindo detalhes sobre os critérios utilizados para decisões 

algorítmicas e os procedimentos de apelação disponíveis para os usuários. Além disso  

De um ponto de vista institucional, os resultados revelam maior eficácia para um tipo descentralizado de 

aplicação da transparência: a legislação com pior desempenho (proteção de dados, com uma média de 59%) em termos 

de transparência é aquela que, embora aplicável em todos os tribunais graças à possibilidade de aplicação privada, 

pode contar apenas com uma autoridade federal de execução com um mandato especificamente vinculado a essa 

legislação. Em segundo lugar, veio a moderação de conteúdo (57%), uma categoria em que as obrigações de 

transparência não são aplicadas por uma autoridade especificamente encarregada de sua aplicação, reforçando assim 

a ideia de que nem as competências distribuídas (compartilhadas aqui entre ANATEL, CADE, ANPD, autoridades de 

proteção ao consumidor e ministérios públicos) nem a aplicação privada são suficientes para garantir a eficácia. Isso 

sugere que uma melhoria na estrutura de transparência existente seria aumentar a justiçabilidade das obrigações de 

transparência. Isso poderia ser feito por meio do aumento de recursos para as autoridades (incluindo as locais, como 

os ministérios públicos) e da elaboração de uma estrutura mais propícia à aplicação privada, por exemplo, por meio da 

definição de padrões e presunções que permitam aos litigantes obter maior segurança jurídica e superar sua assimetria 

informacional em relação aos operadores de plataformas. 

Além disso, o estudo analisou a importação da legislação da UE para o Brasil por meio de códigos de conduta, 

sem encontrar diferenças significativas em termos de conformidade com a legislação brasileira. Isso sugere haver uma 

via para o Brasil se inspirar em algumas das medidas impostas às plataformas por meio de legislação estrangeira, e 

talvez até mesmo para os países negociarem com as plataformas medidas de transparência que sejam do interesse de 

diversas jurisdições. Ao mesmo tempo, é improvável que a importação de tais medidas seja feita de forma consistente 

e indiscriminada sem incentivos apropriados ou alguma forma de coordenação interjurisdicional. Assim, incentivamos 

uma reflexão mais aprofundada sobre a interação entre os tipos de transparência exigidos em diferentes jurisdições, 

no intuito de facilitar uma maior efetividade e uma melhor alocação de recursos para fiscalização. 
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